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ABSTRACT 

Until now, the mass spread of fake news and its negative consequences have implied mainly 
textual content towards a loss of citizens' trust in institutions. Recently, a new type of ma-
chine learning framework has arisen, Generative Adversarial Networks (GANs) – a class of 
deep neural network models capable of creating multimedia content (photos, videos, audio) 
that simulate accurate content with extreme precision.  While there are several areas of 
worthwhile application of GANs – e.g., in the field of audio-visual production, human-com-
puter interactions, satire, and artistic creativity – their deceptive uses, at least as currently 
foreseeable, are just as numerous and worrying. The main concern is linked to the so-called 
“deepfakes”, fake images or videos that simulate real events with extreme precision. When 
trained on a human face, GANs can make the face assume hyper-realistic movements, ex-
pressions and (verbal and non-verbal) communication abilities. This technology poses an ur-
gent threat to the governance of democratic processes concerning the production of public 
opinions and political discourses, with significant potential for reality-altering and disinfor-
mation. After a short introduction of their current technical state-of-the-art, in this paper, we 
want to enquire about the GANs` socio-technical system alongside different and intertwined 
philosophical accounts. Firstly, we will argue about the conditions that make perceived 
GANs-generated content trustworthy, arguing also about the general effects GANs might 
have on the perceived trustworthiness of individuals. Thereafter, we will discuss about the 
inadequacy to approach GANs only as perception-altering technology. Against this back-
drop, we will propose a theoretical turn that considers the human-machine relationships of 
trustworthiness as elements of broader hybrid socio-technical systems. This turn comes up 
with political repercussions that we will discuss in the last part of the paper. 
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1. Introduction 

In the last twenty years, our digital societies have been profoundly impacted by 
the development of AI technologies, as for example the automation of textual 
content generation through GPT3, and profiling algorithms. These technolo-
gies enable novel circulation mechanisms for information, and therefore have 
unprecedented impacts on people's attitudes and trust toward the official infor-
mation channels, ultimately changing our social systems. This war of infor-
mation and narratives takes place on social networks due to the new role of plat-
forms as gatekeepers for online communication, leading to the rapid dissemina-
tion of content and an intense polarisation of public opinion. These events reaf-
firm what the COVID-19 pandemic showed: new technologies have facilitated 
the emergence of infodemiology. As the WHO states  

An infodemic is too much information including false or misleading information 
in digital and physical environments during a disease outbreak. It causes 
confusion and risk-taking behaviours that can harm health. It also leads to 
mistrust in health authorities and undermines the public health response. An 
infodemic can intensify or lengthen outbreaks when people are unsure about 
what they need to do to protect their health and the health of people around 
them. With growing digitization – an expansion of social media and internet use 
– information can spread more rapidly. This can help to more quickly fill 
information voids but can also amplify harmful messages1. 

This concept summarises an increasingly important phenomenon in the land-
scape of western liberal and social democracies: the continuous and uncontrol-
lable emergence of fake news circulating within social networks, negatively af-
fecting citizens' trust in institutions. This distortion of information is combined 
with the loss of confidence and authoritativeness in the traditional means of in-
formation, contributing to a dangerous trend of erosion of the democratic basis 
of the legitimization of political power. Therefore, the circulation of so-called 
fake news is a problem of primary importance for the well-being of EU democ-
racies, and so it should be swiftly tackled. Until now, fake news and its negative 
consequences have implied mainly textual content. However, new technologies 
constantly raise new challenges. Generative Adversarial Networks (GANs), part 
of the Generative Artificial Intelligence family (Zant, Kouw & Schomaker, 
2013; Seow et al., 2022), are a class of deep neural networks model developed 
 
1 More details here: https://www.who.int/health-topics/infodemic#tab=tab_1  

https://www.who.int/health-topics/infodemic#tab=tab_1
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in 2016 by Ian Goodfellow capable of creating multimedia content (photos, vid-
eos, audio), run by freely available software and simulating media contents with 
extreme precision (Goodfellow et al., 2020). For example, if trained on a face, 
GANs can make it move and speak in a way hardly distinguishable from an actual 
video. This powerful technology can produce a “self-reenactment” video that 
reconstructs a speaker's facial expressions in real-time (Rössler et al., 2018). 
These techniques then lead to the so-called deepfakes (Witness, 2018; Dagar 
& Vishwakarma, 2022). 

Deepfakes are born mainly as pornographic content, but they have 
quickly moved into politics. Imagine a video depicting the Israeli prime minister 
in private conversation with a colleague, seemingly revealing a plan to carry out 
a series of political assassinations in Tehran. Or an audio clip of Iranian officials 
planning a covert operation to kill Sunni leaders in a particular province of Iraq. 
Or a video showing an American general in Afghanistan burning a Koran. Simi-
lar contents were produced, for example, with deep fakes of Barack Obama or 
Donald Trump (Seow et al., 2022). Moreover, during the war in Ukraine, a 
deepfake of President Zelensky surrendering was released. This time, quality 
was too low to be perceived as trustworthy, yet it is only a matter of time before 
the technology improves and becomes more deceiving.  

GANs are a very recent technology – the first paper proposing this ap-
proach is from 2014 (Mirza & Osindero 2014) – but are evolving very rapidly, 
and we should expect that, in the coming years, deepfakes will be massively dis-
seminated. The implications can be serious for the well-being of global democ-
racies. In fact, until a few years ago, visual media, such as videos, were still con-
sidered reliable evidence, and most of the population is unaware of the existence 
of GANs. Nevertheless, soon social networks could be invaded by deepfakes in-
distinguishable from reality. It could be that i) fact-checking approaches might 
not be able to verify such a large amount of content and ii) the presence of GANs 
could allow individuals to deny actions they took, claiming to be victims of a 
deepfake in front of public opinion.  

Both consequently enable another shift toward a post-truth world 
(Harsin, 2018). Although GANs are extensively studied in computer science 
and all relevant technical aspects (Goodfellow et al., 2020), their impact in me-
dia contexts and democratic processes has not yet been examined from a social 
sciences and philosophical perspective. This lack of socio-technical studies on 
GANs reflects a more widespread lack of preparedness in steering their ethical 
and political impacts, a delay that involves Information Technology (IT) experts 
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as well as common users, who tend to believe, trust, and share social media con-
tents. 

In this paper, first, we give a brief technical overview of how GANs work 
and how they can be currently applied (Section 2). Then, we discuss – from a 
philosophical perspective – three core challenges essential to understanding the 
ethical and political implications of GANs-generated content on our societal 
shapes. 

A fundamental philosophical order of questions concerns the system of 
perception (Section 3): are realities synthetically generated by GANs hyperreal, 
so much as to confuse the image with their real reference? Or are they distor-
tions that frighten our familiarity with the world of technological things in which 
we are immersed? 

We cannot answer these questions without dealing in this article with a 
second problematic order: that of information system (Section 4). Whether the 
perception of the truthfulness of generative reality will be deceptive for us or 
not, will depend on how these technologies manage to disrupt the information 
system, with particular attention to the dynamics of building trust and certainty. 
Therefore, the question we raise is how these “synthetic social actors” might 
modify social systems, and how we can enquire these effects. In this section we 
propose a theoretical turn from enquiring the perceived trustworthiness of AI-
generated contents, to analysing how these contents affects the trustworthiness 
of the relations between the agents in hybrid system. 

Lastly, in (section 5), we discuss the political implications of generative 
AI and reflect on their impact on digital democracy and their possibility of en-
hancing or diminishing political trust (i.e, on social media). The emerging 
blockchain technology seems the most suitable, if not the only one up to date, to 
fulfil these requirements due to its embedded secured nature. 

2. Overview of GANs  Reality, hyperreality, or uncanny valley? 

In the last two years, much attention has been devoted by the AI community to 
Generative Artificial Intelligence (GAI), namely a type of AI systems able to gen-
erate new data such as images, videos, audio, and texts (Zant, Kouw & Scho-
maker, 2013). Beyond medical applications, for example data augmentation, 
generative AI has been widely used for artistic purposes: just with a short para-
graph of text, it assists you with creating art and pictures. One outstanding ex-
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ample, recently released, is Open AI’s DALL-E system, which enables the crea-
tion of hyper-realistic images from text descriptions. Other examples include 
videos generation (Meta’s text-to-video AI platform), AI avatars (Synthesia’s 
text-to-speech synthesis which generates a professional video with an AI avatar 
reciting your text), music (Jukebox neural net) and much more. The magic be-
hind most of this generative reality stands within GPT-3 – a language model cre-
ating human-like text that enables the creation of hyper-realistic images. Simply 
speaking, we can understand it as “text in — text out” – the model processes the 
text given and produces what it ‘believes’ should come next based on the proba-
bilities of sequences of particular words in a sentence.  

Among these AI systems, we will focus on GANs as AI-based systems of 
simulation / synthetic generation of reality, known with the hasty formula 
“deepfakes”.  
 

 
 

Figure 1 – Thalles Blog (Jun 7, 2017) 2 
 

GANs are an emerging technology for both semi-supervised and unsupervised 
learning and are composed of the i) generator and ii) the discriminator.  

The discriminator has access to a set of training images depicting real 
content. The discriminator aims to discriminate between “real” images from the 
training set and “fake” images generated by the generator. On the other hand, 
the generator generates images as similar as possible to the training set. The 

 
2 https://sthalles.github.io/intro-to-gans/  

https://sthalles.github.io/intro-to-gans/
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generator starts by generating random images and receives a signal from the dis-
criminator whether the discriminator finds them real or fake. At equilibrium, the 
discriminator should not be able to tell the difference between the images gen-
erated by the generator and the actual images in the training set; hence, the gen-
erator generates images indistinguishable from the training set (Elgammal et al., 
2017).  

We can think about GAN, in a more metaphorical and intuitive way, as 
a synthetically-generated game between a forger (generator) and a policeman 
(discriminator) (Creswell et al., 2017). The counterfeiters produce fake money, 
while the police attempt to arrest the counterfeiters, but doing this, in the mean-
time, will allow the production and circulation of counterfeit money. Thus, com-
petition between counterfeiters and the police will make the production of coun-
terfeit money increasingly realistic, as counterfeiters will have time and a way to 
“train” themselves to improve production. At this point, counterfeiters, until 
they are caught, will be able to produce perfect counterfeits, so that the police 
will no longer be able to distinguish between real and counterfeit money. 

A further complication to this metaphor: it is as if the generator learned 
through the gradient of the discriminator, that is, as if the counterfeiters had a 
“mole” between the police to report the specific methods used by the police to 
detect forgeries (again, allowing you to improve the production of fake money 
by making it more and more likely to the original and therefore misleading, dif-
ficult to distinguish). 

In the next sections, we discuss interesting philosophical aspects ques-
tioning the way we perceive and interact with synthetically-generated agents, 
and what are the implications for social systems.   

Our perceptual system conveys two worlds that have always conflicted 
with each other and that many religious, philosophical, and scientific theories 
have tried to resolve in the course of human history: the world of things and the 
world of their representation. That all perceptions are acts of interpretation is 
the take-home-message of all the constructivist approach to human cognition, 
first and foremost represented by the contribution of Humberto Maturana and 
Francisco Varela in their seminal book Autopoiesis and Cognition (1991). 
Without entering the details, their theory of the perceptive apparatus is influ-
enced by the internal organisation (the autopoiesis) of the perceiving agent. Par-
ticularly representative in this sense is the paper on the relationship, in the frog, 
between vision and the cognitive apparatus (Lettvin et al., 1959). This paper 
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claims that the frog’s perceptual system, even before hyletic signals are pro-
cessed at the cognitive level, “constructs” the frog’s reality in a specific way that 
is useful for the frog’s organisation. In particular, because of the frog’s interest 
in flies, the frog’s perceptual system is more “interested” in very fast-moving 
objects than in slow ones. The key point in this argument is that the frog’s per-
ceptual apparatus itself already organises the world in a way that is functional for 
its autopoietic system. The same gnoseological constructivism is also to be 
found in the very definition of the autopoietic system: objective reality, the real 
as such, is inaccessible to subjects. In the same way, the neuroscientist Anil Seth 
argues that perceptions are acts of informed guesswork that the brain applies 
when it encounters sensory data. Perception is a processor of active construc-
tion, a “controlled hallucination” (Seth & Bayne, 2022). It seems as if the world 
out there has all these properties like redness, shape, and temperature and that 
we detect these through our senses and something in our brain reads out this 
information from the outside world. In this view, perception is a bottom-up out-
side-in process.  

“You can build systems that perceive things this way, and that’s not entirely 
wrong per-say, but it’s missing the central part of the story which is the context 
of what we perceive. When I perceive something as being red, it’s not just 
sensitive to an externally existing redness. Redness is coming from within my 
brain, as a way of predicting how certain patterns of light appear, how surfaces 
reflect patterns of light. Sensory data by itself is not red, it’s not anything. It’s 
just energy. Sensory signals don’t come with labels attached. Everything we 
perceive is a kind of inference, a burst guess about what’s out there. The 
question for me is how we use these ideas to explain not just what we perceive 
‘oh, I perceive a cup because a cup is somehow there…’ but why the experience 
of cupness is the way it is. What is it about the predictions that my brain is making 
that makes the experience of cupness different from the experience of 
tomatoness, jealousy or something very different?” (Seth & Bayne, 2022) 

Our perceptions are therefore complex constructs continuously in the balance 
between determining the sense of reality but also controlling hallucinations, dis-
tortions, alienations, and reifications. Precisely for this reason, the idea of being 
deceived becomes strongly paralysing, the idea of being victims of some uncon-
scious illusion. This is the case of the hyperrealities synthetically generated by 
GANs: what happens when an image no longer resembles its object but identi-
fies itself with it on a perceptual level? What happens, then, when similarity van-
ishes and becomes indistinguishable from the identity? 
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However, being indistinguishable does not imply that it can deceive a 
human. As the literature on social robots suggests (Li et al. 2011), humans eas-
ily perceive the mismatch between verbal and non-verbal cues or the mismatch 
between the different metacommunicative contents conveyed by different com-
municative registers.  

This kind of mismatch, as Kätsyri et al. (2019) suggested, can be at the 
root of the “uncanny valley” (UV) effect, one of the most-known phenomena in 
human-robot perception studies (Bisconti & Carnevale, 2022). The effect is not 
just relevant to robots but to any form of a human-like object, including dolls, 
masks, facial caricatures, virtual reality avatars, and characters in computer-gen-
erated movies (Seyama & Nagayama, 2007). This effect is referred to the sensa-
tion of unfamiliarity while perceiving artificial agents that seem not quite human 
(Laakasuo et al., 2021). UV studies have suggested different outcomes. 
Laakasuo et al. research revealed a moral uncanny valley effect. People evaluated 
moral choices by human-looking robots as less ethical than the same choices 
made by a non-human or a non-uncanny robot.  

Similarly, Kätsyri et al. (2019) results showed a linear relationship with 
a slight upward curvature between human likeness and affinity. In other words, 
less realistic faces triggered greater eeriness in an accelerating manner. Thus, a 
weaker UV effect for Computer Generated (CG) faces. Further studies indi-
cated that UV has a real influence on humans’ perceptions of robots as social 
partners, robustly influencing not only humans’ conscious assessments of their 
reactions but also able “to penetrate more deeply to modify their actual trust-
related social behaviour with robot counterparts:” (Mathur & Reichling, 2016, 
p. 31).  

BuzzFeed, a news and entertainment company, created its video using 
increasingly common techniques known as synthetic media (Witness, 2018) or 
deepfakes. However, generating credible deepfakes is still challenging lip-
synching, coherent facial mimicry, and smooth interaction between the human 
subject of the deepfake and its environment are still open issues.  This is because 
often, deepfake lacks credibility in the small details of the image, such as blurry 
outlines. This might be a fact-checking consequence that might not enable the 
verification of such a large amount of content. However, notwithstanding all 
these technical limitations, some studies suggest that GANs-generated content, 
which often relies on visual and audio contents (as opposed to text), can seem 
very realistic and hence may be perceived as more trustworthy compared to other 
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forms of simulation. For instance, UV research has shown that when sets of pho-
tos depicting faces were given to participants, the ones generated by GANs ob-
tained more perceived trustworthiness by its users.  Yet, this perception may 
vary according to psychological content varies such due to objectivity, subjec-
tive, and both internal individual and external-environmental characteristics.  
All these studies challenge an exciting philosophical question: based on what, 
therefore, does the perception of trustworthiness for the contents of reality syn-
thetically generated by the GANs vary? 

Perceived trustworthiness can be measured as confidence in the infor-
mation validity regarding sincerity and objectivity (Hovland & Weiss, 1951). 
General trustworthiness of GANs-generated contents, which determines 
whether individuals will believe the message they are exposed to, can be viewed 
as a broad evaluation that consists of several judgments of the source and the 
message. For example, previous research has highlighted the importance of per-
ceived source credibility, source vividness or perceived salience (Lee & Shin, 
2021), information believability, and overall persuasiveness (Hwang et al., 
2021), when making conclusions regarding deepfakes and other kinds of infor-
mation. This first challenge also stands behind the lack of current literature ad-
dresses this topic partially (Vaccari & Chadwick, 2020; Etienne, 2021; 
Langguth et al., 2021) and thus extensive work must follow to understand the 
feature of synthetic agents increasing or decreasing perceived trustworthiness. 
Studies on perceived trustworthiness are lacking in the case of GANs, and in 
general for what concerns generative AI. Thus, this raises an issue not only re-
lated to individual relationships with synthetic social agents but also to the psy-
chological aspects of human-AI relationships.  

The issue of trustworthiness implies social systems at large when we 
consider that social agents are the main driver of information. The massive 
spread of deepfakes in information channels might worsen an increasingly im-
portant phenomenon in the political and democratic landscape of Europe: the 
continuous and uncontrollable emergence of fake news circulating within social 
networks, negatively affecting citizens' trust in institutions. This excess of in-
formation is combined with the loss of trust and authoritativeness in the classic 
means of information, contributing to a dangerous trend of erosion of the dem-
ocratic values. The introduction of generative technologies in the system of in-
formation generation and circulation might become a disruptive element, low-
ering the perceived trustworthiness of information by human social actors. In 
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fact, the criteria for the trustworthiness of information content profoundly 
change with generative AI.  

The main issue of not being able to recognize fake contents from relia-
ble ones depends on the increase of uncertainty for the human agents, with re-
spect to any information that the social system provides. The relationship be-
tween these elements is, in our opinion, the most important issue pertaining to 
GANs. Scholars have examined the relationship between trust and uncertainty. 
Even if a deepfake does not always deceive its viewers, they may become uncer-
tain whether their content is true or false. Uncertainty is experienced when in-
sufficient information is available to make a choice, and thus it can be overcome 
by introducing new information (Alvarez & Brehm, 1997). Thus, if deepfakes, 
among other methods of disinformation, succeed in increasing uncertainty, one 
of the main implications may be a reduction of epistemic certainty of the public 
opinion in the information channels. Tsfati and Cappella (2003) revealed that 
for trust to be relevant, there must be a degree of uncertainty on the side of the 
trustor, and this is implied inherently in the notion of trust. On the other hand, 
trusting others may become more complex when uncertainty increases. Con-
cerning GANs, increased uncertainty may explain why deepfakes may cultivate 
the assumption among citizens that fundamental and rooted truth cannot be es-
tablished.  

Therefore, we claim that the synthetically-generated contents of GANS 
may deceive people distinctively for (a) the objective characteristics of the con-
tent, (b) individuals’ subjective perception of the content and (c) the (internal) 
individual characteristics of subjects who are exposed to the content. Since no 
methodologies have been formalised to assess the features enhancing the per-
ceived trustworthiness of GANs, it becomes crucial to understand individual dif-
ferences (i.e., demographic, ideological, and cognitive) related to their propen-
sity to trust GANs contents. 

At this level of analysis, the analysis of GANs effects relies only on the 
analysis of the human-AI relationship, which must specify which characteristics 
of GANs are implied in increasing or reducing the perceived trustworthiness of 
the GANs-generated content. Namely, GANs account only for a troubling noise 
of information and social systems. We claim that this standpoint cannot capture 
the whole positive and negative potential owned by generative AI with respect to 
social systems. AI-generated social agents entail a qualitative shift from a social 
paradigm composed of only human actors to hybrid social systems. Hybrid social 
systems, composed of human and non-human actors, cannot be assessed from 
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the perceptual point of view only since this perspective can only be based on an 
anthropocentric standpoint. And that is why we must introduce another level of 
challenge that the generative reality of GANs poses to philosophical reasoning. 
From the perceptual to a system approach.  This will allow us to introduce a 
novel standpoint on the implications of synthetic social agents for social sys-
tems. 

3. GANs, social agency and system trustworthiness 

In this chapter, we briefly sketch a systemic approach to hybrid systems. We will 
discuss three main issues: 

I. We should move from an anthropocentric theoretical framework of 
social systems, where only human agents are proper social agents. 

II. The analysis of the systemic implications of synthetic social agents 
on social systems brings us to the notion of hybrid social systems. 

III. We claim that analysing the individual perceived trustworthiness of 
GANs cannot capture the complexity of hybrid systems. Therefore, 
we propose a theoretical turn where trustworthiness is considered a 
proxy property of the socio-technical system. 

To frame the capacity for the social agency of synthetic actors, we start with the 
Actor-Network Theory (ANT). Its best-known theorizer is Bruno Latour, also 
in his joint work with Stephen Woolgar (see e.g., Latour & Woolgar 1987; 
Latour 2005), but the contributions of Michel Callon and John Law have been 
equally pioneering and foundational (Callon et al., 1986; Law & Hassard, 
1999). ANT allows us to approach the question of the social agency of GANS 
because, in its theoretical framework, actors of the social are both humans and 
non-humans, and their agency is measured considering their capacity to mediate 
the relations between actors. This enables a symmetrical treatment of human and 
non-human actors, with all the actors of the social system equally able to modify 
the relations between actors. Technical objects, artificial agents such as GAN 
and, their generated contents can be therefore considered, under ANT, equally 
significant for the circulation of contents, beliefs, and information inside the so-
cial system. In revealing the complexities of socio-technical environments in 
their social, material, cultural, or political dimensions, ANT puts all the empha-
sis on the relations between the actors.  
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The most important distinction is therefore the difference between me-
diator and intermediator. A mediator modifies the information and the relations 
between the actors of the social system. Instead, an intermediary is a messenger 
that “transports meaning or force without transformation” (Latour, p. 39, 
2005), providing information and connections but no more. In relational terms, 
they may facilitate or enact introductions between parties. The mediation pro-
cess is furtherly specified in the theory of translation. In practice, applying ANT 
means identifying and spelling out the “translation process”, namely the process 
by which an actor acquires knowledge of a system and begins to be an “active” 
actant in that system. Networks of actors, in Latour’s theory, create so-called 
“panoramas”: this concept identifies narratives and beliefs that are shared inside 
a network of actors, informing their actions and their future associations, and 
therefore shaping the socio-political system. While with the methodology of 
translation, we describe how artificial actors can be involved and become 
spokespersons of a network, with the concept of panoramas we analyse the pro-
cess of belief change among actors in the system. It is thus at the level of pano-
ramas that we should enquire how synthetic social agents might modify the equi-
librium of social systems. Narratives and beliefs, that are semantically conveyed 
mainly through verbal and visual content, are the direct result of GANs-gener-
ated content.  

This leads us to a consideration that moves beyond ANT. In fact, the 
relationship between actors and networks is analysed by ANT without consider-
ing the semantic dimension (Law & Hassard, 1999), and therefore the different 
ways semantic modifications can happen inside the relations between actors. Ac-
tors, for ANT, mediate all in the same way, whatever action they perform, a draw-
back of the ANT manifesto on “flattening the social”. On the other hand, syn-
thetic social actors are a class of non-human agents that enter the social sphere 
with all the instruments to semantically mediate narratives and beliefs, namely 
they could convey meaningful verbal and visual content. This concept can be 
summarised under the umbrella term, usually applied to social robotics, of 
“quasi-other” (Ihde, 1990). This peculiarity of synthetically generated agents 
breaks in an unprecedented way the distinction between human and non-human 
agents. If Latour`s aim, and that of ANT in general, is to show that objects are 
actors even if they do not speak, in this case, the object of our research can speak 
and is difficult to distinguish from a human speaker. ANT allows us to consider 
human and non-human actors on the same level. Nevertheless, we must go fur-
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ther to fully grasp the complexity introduced by synthetic social actors. Genera-
tive AI, in fact, will not simply redundantly reproduce the narratives of current 
social systems but will generate new semantic patterns of interpretation of the 
social facts, becoming a proper social and active agent of the social system. This 
is the fundamental difference with “usual” technical objects: generative AI is a 
learning system that produces highly unpredictable semantic outputs. These 
outputs, being socially conveyed by autonomously generated verbal and visual 
contents, have a qualitatively different power of modifying social systems with 
respect to other technological objects. For this reason, we consider these socio-
technical systems as structurally hybrid: non-human agents have reached the 
same (or very similar) ability as human agents in generating and vehiculating so-
cial narratives. Given this, the theoretical turn we envision is to analyse how gen-
erative AI can modify the processes regulating the trustworthiness of the rela-
tionships between social actors when conveying verbal content within infor-
mation systems.  

Namely, the open challenge is to connect the analysis of the individual’s 
perceived trustworthiness with a holistic approach encompassing the trustwor-
thiness of the relationships between all the actors and processes that are part of 
the socio-technical system. The human-perceived trustworthiness of AI is still 
detached from its systemic implications. We can move beyond this paradigm by 
analysing the concept of trustworthiness as a property of the relations between 
the (human and non-human) actors of the system. This moves us forward from a 
framework where trustworthiness is a property of the AI agent with respect to 
the human agent. 

We claim that, in hybrid systems, we should understand what kind of 
AI-generated content are able to increase or decrease the trustworthiness of the 
relationships between the actors of the system. We make an example to clarify 
the relevance of this theoretical turn: let’s imagine a deepfake depicting the min-
istry of economics in Germany stating that the economy will drop next year. The 
interesting issue to analyse is not how trustworthy the deepfake itself is, but what 
kind of implications this specific deepfake (with its peculiar feature) will have on 
the relationship between the other actors of the system, i.e., the stock market 
investors. This example, while trivial, shifts the focus of the analysis from the AI 
perceived trustworthiness directly to the AI effects on the trustworthiness of the 
hybrid system. 
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4. The political implications of synthetic social agents: a matter of trust 

Such a necessity of a holistic consideration of the trust/trustworthiness of AI, 
however, does not yet find an effective and systematic resonance in the debate 
on the psychological, social, and ethical aspects of AI. As we shall soon see later 
in this section, there is no scarcity of such types of studies. Rather, the short-
coming lies in the observation that such approaches mostly try to find methods 
for measuring and assessing the social acceptability of AI (Occhipinti et al., 
2022). We think that, here, there are political issues at stake that go beyond the 
acceptability-base challenge.  

Technology acceptance research has shifted in the later years from ac-
ceptability, in terms of technological usability, to incorporating social factors 
into specific technology-oriented assessments (Malhotra & Galletta, 1999). 
Such a holistic consideration of the AI effects on the trustworthiness of the hy-
brid system does not yet find an effective and systematic resonance in the debate 
on the psychological, social, and ethical aspects of AI. As we shall soon see later 
in this section, there is no scarcity of such types of studies. Instead, the short-
coming lies in the observation that such approaches mostly try to find methods 
for measuring and assessing the social acceptability of technology. The ap-
proach cannot answer the question of accepting new technologies only by look-
ing at individual concerns; it also involves analyzing the activities, decisions, and 
consequences of any new digital technologies within which those concerns per-
sist (Kantar & Bynum, 2021). We can further relate this holistic conception to 
Gilles Deleuze’s notion of “societies of control” expressed in his 1990 essay 
Post-scriptum sur les sociétés de contrôle. According to Deleuze, the overall 
objective of societies of control is no longer simply to govern abnormal behav-
iour in closed environments (e.g., psychiatric hospitals and prisons) but to en-
sure a regime of unrelentless surveillance in the open spaces of our communi-
ties. Imaging a city where one could leave one's apartment, street, and neigh-
bourhoods, thanks to one's (individual) electronic card that raises a given bar-
rier. Still, the card could just as quickly be rejected on a given day or between 
certain hours. What counts in this situation is not the barrier but the computer 
that tracks each person's position – licit or illicit – and effects a universal mod-
ulation. Who decides and controls which technologies function as mediators of 
human-world relations? (Ihde, 1990; Verbeek, 2016). We think that, here, 
there are political issues at stake that go beyond the acceptability-base chal-
lenge.  
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Political deepfakes are an essential product of the Internet's visual 
turn, providing the first evidence of the risk of the deceptiveness of deepfakes. 
Anecdotal evidence suggests that the prospect of mass production and diffusion 
of deepfakes by malicious actors could present the most serious challenge yet to 
the authenticity of online political discourse (Vaccari & Chadwick, 2020). Ad-
ditionally, citizens have frail defences against this form of visual deception be-
cause visuals have a more significant persuasive effect than plain text (Newman 
et al., 2015; Stenberg, 2006). This could, however, vary from each digital cul-
ture and from the demographic size of societies (Roozenbeek et al. 2020). Re-
search focusing on demographic variables studies the link between essential in-
dividual characteristics (such as gender and age) and susceptibility to misinfor-
mation. For example, higher exposure to misinformation is generally associated 
with older age (Grinberg et al., 2019). Nevertheless, this association might dif-
fer based on the specific topic of misinformation; for example, a recent study by 
Roozenbeek et al. (2020) showed that older individuals were less susceptible to 
misinformation regarding COVID in four of the five countries (Ireland, Spain, 
UK, and USA). Although these factors, especially age, are important, they are 
often investigated in combination with either motivational or cognitive charac-
teristics. 

Drawing from various theories and phenomena, such as motivated rea-
soning, which refers to biases that lead to decisions based on their desirability 
rather than an accurate reflection of the evidence (Kunda, 1990), researchers 
have already identified a few specific individual variables that may motivate the 
person to believe misinformation she/he is exposed to. These include, but are 
not limited to, minority status, belief in conspiracy theories, low trust in science, 
media, the government, and politics (Roozenbeek et al., 2020). Additionally, 
previous research has also explored the role of cognitive abilities and other re-
lated variables (Sirota & Juanchich, 2018). These studies have revealed that par-
ticularly education, reflective thinking – measured for instance with the Cogni-
tive Reflection Test (Sirota & Juanchich, 2018) – and the so-called “bullshit re-
ceptivity” are consistently associated with the processing of misinformation. Re-
search specifically focusing on the association between individual differences 
and propensity to trust GANs-generated content is much less common and thus 
just starting to emerge (Ahmed, 2021). 

If this technology is mainly trained on the raw data scraped from the In-
ternet, does it mean that it can reinforce social stereotypes and harmful points 
of view that are an inherent part of the Internet? Even though it is possible to try 
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to filter undesirable content like pornography, inappropriate language, or racist 
comments, the amount of data on the Internet is so large that it is not unlikely 
that some of the malicious content will slip through. Although there is no proof 
that fraudulent political deepfakes misled participants, we contend that many of 
them were left questioning the veracity of their claims. Because of this ambigu-
ity, people may have less trust in the news on social media. An approach to deal 
with raw data scraped from the Internet is to consider other types of technolo-
gies that have been used to make increasingly important decisions, raising the 
question of whether they can be trusted to act fairly and transparently or, more 
generally, in the interests of their users (Pasquale, 2015).  

The studies we have mentioned highlight a point that we think is essen-
tial and that we would highlight in this final part of the paper. In their own way, 
GANs represent, at the level of computational gain, what the social realities 
shared and signified by human beings (and among these, a place of honour ob-
viously goes to language) represent at the level of complex cognitive acquisition. 
Provocatively, we could say that artificial agents such as GANs and human agents 
are not at odds with each other as “artificial agents vs. natural agents”, but rather 
as agents differently able (less complex vs. more complex) to synthesize reality 
in a discourse that makes sense. And here lies the new dilemma of trust and tech-
nology. 

Trust is a complex feeling, perhaps not even a feeling at all. From first 
observation, one thing is clear: it is exclusive (Pettit, 1995). There is or there 
isn't. Better to say, when it exists and is lost, it is difficult to regain it. Second 
evidence also tells us that it is the basis of many human relationships, even very 
different from each other: love, friendship, business, politics, relationships with 
institutions. It is commonly believed that trust has to do with having certainties, 
with being sure of something – “having faith in one's means”, “I am confident 
that things will go well”. Differently, its underlying reason is quite the opposite: 
trust is a controlled uncertainty over time. It is the antidote that human relation-
ships have developed to mitigate the indeterminacy of the future and the impos-
sibility of fully knowing the others we face or the situations that happen to us in 
life. Because of this primeval connection with the unknown, trusting is risky. 
Trust and risk form a primary axis of fiduciary relationships, starting with self-
confidence, a founding characteristic of the balance of the human personality 
marked by the success of emotional stability to be able to believe in one's life 
plans (Luhmann, 1979). In addition to the Self, trusting and entrusting oneself 
are however important dispositions for entering into a relationship with the 



   Hybrid Ethics for Generative AI                                                             49 

 

Other, up to its extreme, entrusting oneself totally, abandoning oneself into the 
hands of the other, from which similar motives arise of faith and fidelity (“blind 
trust”). 

Returning to our discourse, technologies more able to generate syn-
thetic realities in some way “social” are of concern not so much because they 
make it more articulated and difficult to answer the classic questions on the po-
litical implications of technology (for example, “How can we trust these technol-
ogies?”; “How to design them so that they are reliable and human-centric from 
their conception?”). That's the least of the problems. They question the link be-
tween risk and trust. By securing risk-free trust nodes inside our social world, 
will we still be able to build trust relationships? 

A very topical and discussed case of technology, which is inscribed in 
this register of issues, is the one of blockchain.   

5. Technology-mediated system trustworthiness: the Blockchain example  

Blockchain (BC) is an outstanding example of a technology that should produce 
what we named “system trustworthiness”, namely the developed technology is 
not trustworthy itself, but ensure trustworthiness among the actors of the sys-
tem. We claim that the systemic perspective on trustworthiness that pertains to 
BC technologies should be adopted also in designing the interaction between 
AI-generated agents and social systems. BC, by replacing seemingly untrust-
worthy intermediaries with a technological system designed to minimise the 
need for trust (BC is also said to be “trustless”), aims to reduce the trust require-
ment by restricting user behaviour and eliminating the option of non-compli-
ance through its design (Werbach, 2018). Similarly, to frame the capacity for 
social agency of synthetic actors, Bitcoin can be seen as a significant non-human 
actor (blockchain and wallets), including human and non-human factors that af-
fect the process of division as embodied in the focus actors (e.g., code, algo-
rithms, electricity), institutions (regulators, central banks, European institu-
tions), and ideology (e.g., an inclusive and democratic global payment system) 
(Islam et al., 2019). These play an equally important role in reshaping the trans-
lation process and becoming active game changers in the network. In fact, what 
BC does is to ensure that the relationship between two (human) actors is trust-
worthy “by-design”, and therefore it changes the nature of the relationships 
among actors inside the system. Certainly, from a system perspective, BC is a 
mediator, since it enables new trustworthy relational configurations between 
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(human) actors. On the other hand, BC does not generate by itself new semantic 
patterns: it adds a property – trustworthiness – to previous relational configura-
tions (exchanging money on a stock market). 

On the other hand, generative AI goes far beyond Distributed Ledger 
Technologies (DLTs) such as blockchain, as they do not simply verify the narra-
tives of current social systems but will generate new semantic patterns of inter-
pretation of social facts, becoming an active social agent of the social system it-
self. This is the fundamental difference between the “usual” technical objects 
(the blockchain) that have been socially accepted due to their ability to achieve 
decentralised trustworthiness on the Internet of Things (IoT) and the “not 
usual” synthetic and hybrid systems (GANs), which have not yet been socially 
accepted due to their novelty, uncanny valley (UV) effect and therefore, unsure 
impact on their perceived trustworthiness.  

As blockchain is in its nature verifiable, decentralized, distributed, im-
mutable, transparent, and auditable (Chen et al., 2018), it will be less likely, to 
reinforce social stereotypes and harmful points of view that are an inherent part 
of the Internet sphere. In fact, it adds a new property – trustworthiness – to pre-
viously existing interactional configurations of the system. This differs from 
generative AI, able to generate novel semantic and relational patterns, so we 
should keep researching and anticipating the political implications of GANs. As 
focusing on the individual level of perceived trustworthiness is not enough, we 
suggest considering the perceived trustworthiness of the hybrid socio-technical 
system itself. Trustworthiness could help us measure the acceptance of deci-
sions, with requirements such as consensus, economic models, and incentives 
for honesty, explainability, and robustness of predictors (Nassar et al., 2019). 
As many more infrastructure requirements are needed to secure political trusts, 
such as (security, privacy, reliability, usability, dependability, performance, and 
governance), emerging blockchain technology seems the most suitable, to fulfil 
these requirements. Still, many challenges must be tackled, and the most im-
portant ones are minimizing humans in the loop for validating explanations and 
actual timelines for specific applications. 

This last section briefly sketched an example of technology where trust-
worthiness has been considered at the system level, instead of the technology 
level. As we discussed, Blockchain technologies and generative AI both have rel-
evant implications regarding trustworthiness, if analysed systemically.  Artificial 
actors (GAN) becoming active spokespersons of a network could mislead and 
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likely harm online civic culture and reduce trust in online news (Vaccari & Chad-
wick, 2020). Furthermore, this implies the consequence of enhancing misinfor-
mation and damaging digital democracy. On the other hand, technology, such 
as blockchain, plays a similar role in reshaping the network. In this case, misin-
formation would be more controlled thanks to blockchain’s trust-embedded 
characteristics. 

In this paper, we discussed the implications of generative AI for social 
systems, particularly GAN-generated content, focusing on the concept of trust-
worthiness. First, we discussed the current technical state-of-the-art of GANs to 
show how these AI systems can generate a nearly perfect representation of real-
ity. In the second section of this paper, we focused on the main implication cur-
rently addressed by the literature: at what condition a GANs-generated content 
is perceived trustworthy, and what general effects GANs might have on the per-
ceived trustworthiness of individuals. Then, we discussed the limitation of an 
approach focusing only on the individual perceived trustworthiness, and we pro-
posed a theoretical turn to consider the system trustworthiness in hybrid socio-
technical systems. The fourth chapter discussed the possible political implica-
tions of GANs and how humans and non-humans can both play a role in shaping 
the socio-technical system. Conclusively, the fifth chapter discusses how the 
type of technology used (i.e., blockchain) plays a role in some intrinsic differ-
ences related to susceptibility to misinformation.  
 
During our research, we encountered three main limitations: 
 

I. Although GANs are extensively studied in informatics (Goodfellow et 
al., 2020; Seow et al., 2022), their impact in media contexts and dem-
ocratic processes has not yet been examined from social sciences and 
philosophical perspectives. 

II. This lack of socio-technical research on GANs reflects how we cannot 
yet precisely understand, in hybrid systems, what kind of AI-generated 
content can increase or decrease the trustworthiness of the relation-
ships between the actors of the system.  

III. It is not sufficient to focus on the individual level of perceived trustwor-
thiness. Hence, we suggest considering as a whole the perceived trust-
worthiness of the hybrid socio-technical.  
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In future works we will focus on narrowing down a methodological approach for 
assessing the trustworthiness of hybrid systems. In this paper we outlined the 
importance of a theoretical turn from human-AI interactions to the study of so-
cio-technical societies as hybrid systems. 
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